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The field of AI is rapidly evolving due to exponential growth of data, algorithmic innovations, and ever improved compute capability. Deep Learning based AI algorithms are being deployed for this purpose and run on specialized AI hardware such as Graphical Processing Units (GPU). However, GPUs consume significant power since data transfer occurs from memory to processor. Resistive Processing Units (RPU) envision artificial neural networks mapped to arrays of non-volatile memory (NVM) elements that execute operations in-memory and constant time, thereby enabling significant power performance benefits. This talk will discuss the various devices that could be used to build such an analog AI compute system. Additionally, some of the shortcomings of these devices as well as materials, algorithmic and architectural innovations to address them will be discussed.
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